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Generative AI – a new paradigm in digital medicine

expert systems, 
knowledge standards,
rules and dynamic 
logic-based inference

1990s

growing applications of data-
driven supervised machine 
learning in imaging, pathology, 
discovery, diagnosis and 
prognosis

2000s

deep learning with artificial 
neural networks, big data, 
growing compute resources

2011+

really big data, transfer learning, 
large-scale general-purpose 
generative pre-trained models for 
language, images and more

2017+

“good old-fashioned AI”

“traditional machine learning”

“black box”, data bottleneck

“black box” and unknown data

generative AI



Generative pre-trained models are based on Transformer architecture
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https://medium.com/@evertongomede/next-word-prediction-enhancing
-language-understanding-and-communication-1322f3b57632

memorisation
meaning similarity
structural patternsPre-training



Multi-modal language/image pre-training: CLIP
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Supports visual 
understanding => 
generating text descriptions 
of visual inputs 

Contrastive Language-Image Pre-Training



Conditional denoising diffusion – generating coherent outputs
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CLIP + De-noising diffusion

Figure from DALL-E2 



Additional modalities may be added – centred around language
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here, Next-GPT

but also

ChatGPT-4o

(o=omni)



Examples of visual understanding in ChatGPT-4o

04.06.20
24

Slide 8



Medical applications for multi-modal generative models

– Extracting structured data from unstructured clinical 
notes for real-world clinical research

– Automating note generation, reducing clinical 
documentation time burden

– Generation of synthetic datasets, unlocking 
additional research possibilities while preserving 
patient privacy
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Note: Evaluation of generative AI performance is challenging
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“Traditional” machine 
learning is evaluated 
on unseen data with
known ground truth

In generative 
pre-trained 
models – you 
often don’t know 
what the model 
has seen, and 
you often don’t 
know the 
ground truth



Models are powerful similarity and conditional generation engines. But 
they do not ‘understand’ in the sense we usually use for humans
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Models make non-human-like errors
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Over-idealization (DALL-E3)

Counting and configuration errors (Stable Cascade)

Evaluating generated images of 
human anatomy – in preparation



Models reflect many biases and stereotypes

Hastings, ”Preventing Harm from Non-Conscious Bias in Medical Generative AI”, Lancet Digital Health



Model biases may worsen inequalities for vulnerable populations

AI dermatology 
image-based 
diagnostic algorithm 
performs 50% worse 
on Black skin than 
advertised 
performance 



Not only in dermatology
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Predictive models may give accurate results, but for the wrong reasons

Race is a confounder

AI models can predict race 
from medical images with 
high performance: 

• X-ray – AUC 0.91-0.99
• chest CT – AUC 0.87-

0.96
• mammography – AUC 

0.81 



Mitigating biases and stereotypes in models is challenging

– Model generation of outputs is stochastic

– Some biases affect the distribution of possible outputs

– Will not necessarily be evident in a single generated output 

– Strategies to mitigate biases include: 

– Explicitly prompt for desired distribution

– Use “retrieval-augmentation” strategies to supplement generation

– Post-filter generated output checking for problems

– Fine-tuning the model with more representative data

– Longer term -- improve training data
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Privacy concerns – and open source models

– Commercial models such as ChatGPT currently have the best performance for many tasks and are 
relatively inexpensive to run (through provided APIs)

– However, important aspects of their performance are out of the control of the user (e.g. system prompt, 
dataset used, regularity of updates vs. verification)

– And they require sharing potentially private data with a third-party commercial organisation

– Open source models can be 
run on own 
hardware, privately

– They can be fine-tuned on 
own data

– They can be fixed at a given
release and not

updated until the next 
release has been sufficiently
tested in your own use case

– Some open models also open their datasets

Open Source Models, Own Installation, Own Hardware



Cross-Care: Cataloguing what is in the training data, to study bias
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